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Abstract—3D object detection is a significant task for au-
tonomous driving. Recently with the progress of vision trans-
formers, the 2D object detection problem is being treated with
the set-to-set loss. Inspired by these approaches on 2D object
detection and an approach for multi-view 3D object detection
DETR3D, we propose MSF3DDETR: Multi-Sensor Fusion 3D
Detection Transformer architecture to fuse image and LiDAR
features to improve the detection accuracy. Our end-to-end
single-stage, anchor-free and NMS-free network takes in multi-
view images and LiDAR point clouds and predicts 3D bounding
boxes. Firstly, we link the object queries learnt from data to the
image and LiDAR features using a novel MSF3DDETR cross-
attention block. Secondly, the object queries interacts with each
other in multi-head self-attention block. Finally, MSF3DDETR
block is repeated for L number of times to refine the object
queries. The MSF3DDETR network is trained end-to-end on
the nuScenes dataset using Hungarian algorithm based bipartite
matching and set-to-set loss inspired by DETR. We present both
quantitative and qualitative results which are competitive to the
state-of-the-art approaches.

I. INTRODUCTION

3D object detection is one of the fundamental and the most
crucial element of the visual perception system of autonomous
vehicles. Object detection is a twofold problem of classifying
and localizing the objects in the scene. A 3D LiDAR point
cloud provides the depth information of the scene but the point
cloud data is very sparse at long range. On the other hand, a
RGB sensor provides dense pixel data of the scene but it does
not perceive the depth and it is very sensitive to illumination
changes in the scene. Therefore, high-resolution RGB and 3D
LiDAR data can be fused to leverage their complementary
nature.

The well researched 2D CNN based object detection tech-
niques [1], [2] are not well suited for 3D LiDAR point
clouds due to their sparse and unstructured nature. In order to
tackle this challenge, researchers employed various approaches
such as voxelization or discretization of point clouds. Several
approaches [3], [4] discretize the point cloud into 3D voxels
to apply regular 3D CNNs, but they are computationally ex-
pensive. Other approaches [5], [6] uses spherical or cylindrical
projection to obtain Birds-Eye View (BEV) representation of
point clouds and apply 2D CNNs. In our method we test two
approaches: an efficient BEV representation of 3D LiDAR
point clouds obtained using PointPillars [7], and SparseConv
[8] to obtain 3D sparse convolutions on the voxels.
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We propose Multi-Sensor Fusion 3D DEtection TRans-
former (MSF3DDETR) a single-stage, anchor-free and post-
processing (NMS) free network for 3D object detection lever-
aging the fusion of multi-view RGB and LiDAR data. The
multi-view RGB features are extracted by a shared ResNet
backbone [9] and LiDAR features are extracted by SECOND
backbone [4] from the VoxelNet [10] or PointPillars [7].
We introduce a novel MSF3DDETR cross-attention block
which fuses the RGB and LiDAR features by the attention
mechanism using the sparse set of object queries which are
learnt end-to-end. To our knowledge, this is the first approach
to fuse the RGB and LiDAR features by attention mechanism
leveraging the learnt object queries. Similar to [11], the fused
features interact with each other through a multi-head self-
attention layer [12]. The 3D bounding box parameters are
regressed from every layer of MSF3DDETR block and we
use bipartite matching with a set-to-set loss inspired by DETR
[13] to optimize the model during training.

We train our network on the publicly available autonomous
driving nuScenes dataset [14] and obtained competitive results
(without NMS) to the state-of-the-art methods (with NMS).
Our main contributions are as follows:

• We propose an end-to-end, single-stage, anchor-free and
NMS-free MSF3DDETR network to detect 3D objects.
Similar to DETR [13], our method does not require
any post-processing such as NMS, however it obtains
competitive results with existing NMS-based approaches.
We also employ knowledge distillation with teacher and
student model to improve the accuracy.

• Our approach fuses the multi-view RGB and LiDAR
features leveraging the learnt object queries using the
cross-attention mechanism. To our knowledge, this is the
first attempt to fuse multi-view RGB and LiDAR features
using a novel cross-attention block at the object query
level and posing multi-sensor fusion as a 3D set-to-set
prediction.

• We release our code and models to facilitate further
research.

II. RELATED WORK

CNN-based object detection The CNN-based methods
span from two-stage approaches to anchor-free approaches.
RCNN [15] and its variants Fast RCNN [16] and Faster RCNN
[17] are two-stage 2D object detection methods which are



typically slow in practice. Point RCNN [18] and Faster Point
RCNN [19] are two-stage 3D object detection approaches
which aggregate RoI specific features for object proposals
using PointNet set abstraction layer [20]. Region proposal net-
work [17] is removed in the single-stage approaches [1], [2],
thus making the detection faster than two-stage approaches.
VoxelNet [10] is a single-stage 3D object detection approach
which uses 3D convolutions, which are bottleneck in compu-
tation efficiency. Some approaches such as PIXOR [21] and
PointPillars [7] project the point cloud to BEV representation
and use 2D CNNs to predict 3D bounding boxes. However,
these methods contain the anchor boxes which are statistically
obtained from the dataset. Few approaches like FCOS [22],
CenterNet [23] and CornerNet [24] shift from per-anchor
detection to per-pixel or per-keypoint 2D object detection.
FCOS3D [25] is a monocular 3D object detection approach
which employs per-pixel prediction. PillarOD [26] and Cen-
terPoint [27] are anchor-free 3D object detection approaches
which employ per-pillar (BEV pixel) prediction. However,
these methods still predict redundant bounding boxes which
are removed by post-processing methods, such as NMS.

Transformer-based object detection To remove the post-
processing (like NMS), DETR [13] defines the object detection
problem as a set-to-set problem. It uses bipartite matching
using Hungarian algorithm to match the predictions with the
ground-truth boxes, thus removing the post-processing to re-
move redundant boxes. To accelerate the training Deformable
DETR [28] employs deformable self-attention. DETR3D [11]
and Object DGCNN [29] are 3D object detection approaches
based on set-to-set prediction problem. Our method also
defines 3D object detection as a set-to-set prediction problem,
but with a novel cross-attention block to fuse RGB and LiDAR
features.

Fusion-based 3D object detection approaches fuse data
of 3D LiDAR and RGB camera. MV3D [5] and AVOD [6]
fuses the projected LiDAR and RGB data using a two-stage
CNN approach to predict the 3D bounding boxes. The objects
are fused at the proposal stage using RoIPooling. Frustum
PointNet [30] uses the 2D object detection on RGB images to
narrow the search space in the 3D scene. It improves efficiency
but limited by the accuracy of 2D object detection. The LiDAR
and RGB features are shared across the backbones in Deep
Continuous Fusion [31]. MVXNet [32] and PointPainting
[33] fuse the points with the corresponding image features.
However, all these approaches use CNNs to fuse the LiDAR
and RGB features. In our method, we fuse the RGB and
LiDAR features in a novel MSF3DDETR cross-attention block
using attention mechanism leveraged by learnt object queries.

III. MSF3DDETR NETWORK

Our end-to-end 3D object detection network
(MSF3DDETR) inputs multi-view RGB and LiDAR data, and
outputs 3D bounding boxes for different objects in a scene.

Our architecture comprises of three main components as
shown in Figure 1. Initially, we extract RGB features from
multi-view RGB images using a shared ResNet [9], and BEV

LiDAR features using VoxelNet [10] or PointPillars [7] and
SECOND [4] backbone networks. The RGB and BEV LiDAR
features are enhanced using a Feature Pyramid Network (FPN)
[34]. Secondly, a novel transformer head is designed to not
only link the computed RGB and LiDAR features with 3D
object predictions inspired by [11] but also to efficiently fuse
the RGB and LiDAR features by cross-attention mechanism
[12] leveraging the learnt object queries in the MSF3DDETR
cross-attention block. The transformer head starts with object
queries which are transformed into 3D object locations, which
are projected to the RGB and BEV planes to sample the
RGB and BEV LiDAR features via bilinear interpolation.
The sampled RGB and BEV LiDAR features are fused with
attention weights learnt from object queries. Multi-head self-
attention block incorporates fused feature interactions and
therby refine object queries. We repeat the MSF3DDETR
block multiple times with alternating self-attention, cross-
attention and MLP blocks respectively. Finally, we transform
the object query features into 3D object parameters and train
the network end-to-end with bipartite matching and set-to-set
loss [13].

A. CNN Backbone and Neck

Our network inputs multi-view RGB images I =
{I1, . . . , I6} ⊂ RH×W×3 and LiDAR point cloud P ⊂ RP×3.
We extract multi-scale, multi-view RGB features using a
shared ResNet101 [9] backbone with deformable convolutions
[35]. The features are further enhanced by FPN to obtain
multi-scale features F img

1 ,F img
2 ,F img

3 ,F img
4 , where F img

x =
{f img1

x , . . . , f img6
x } ⊂ Rh×w×c. To encode the LiDAR point

clouds, we use VoxelNet [10] with 0.1m voxel size or to
accelerate object detection for point clouds, we scatter point
clouds into BEV pillars using PointPillars [7] which maps
sparse point clouds into dense BEV pillar map. We use
SECOND [4] to extract sparse voxel or BEV pillar features
and further enhance them using FPN to obtain four sets of
features Fbev

1 ,Fbev
2 ,Fbev

3 ,Fbev
4 . These features are passed to

MSF3DDETR cross-attention block to link with object queries
in the transformer head.

B. Transformer Head

Earlier approaches such as [6], [25], [26] employs dense
set of anchor boxes or produces dense per pixel predic-
tions which results in redundant bounding boxes removed
by post-processing methods like NMS. However, NMS-based
redundancy removal is non-parallelizable and amounts to
increase of inference time. We tackle this issue using a
transformer head which uses L layers of MSF3DDETR block.
The MSF3DDETR Block alternates between multi-head self-
attention block, MSF3DDETR cross-attention block and MLP
block with layer norms and skip connections.
MSF3DDETR cross-attention The details are illustrated in
Figure 2. Inspired by DETR [13], the transformer head starts
with a set of object queries Q = {q1, . . . , qNq

} ⊂ Rd. The
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Fig. 1: An overview of MSF3DDETR architecture. It is an end-to-end network which inputs multi-view RGB images and
LiDAR point cloud to predict 3D bounding boxes. CNN backbone extracts image and BEV LiDAR features which are linked
to object queries in the transformer head. Specifically, the novel MSF3DDETR cross-attention block fuses image and LiDAR
features by attention mechanism leveraging the learnt object queries.

queries are transformed to a set of reference points R ⊂ R3

as:
R = ϕ(Q) (1)

where ϕ is a single layer fully connected (FC) network. The
reference points are projected to multi-view image planes
using sensor transformation matrices to obtain image projected
3D reference points Rimg

lv for each layer l and camera view
v. Simultaneously the reference points are also projected to
the BEV plane to obtain BEV projected 3D reference points
Rpts

l .
The image and BEV features are collected by

fimg
lxv = f bilinear(F img

xv ,Rimg
lv )

fbevlx = f bilinear(Fbev
x ,Rbev

l )
(2)

where fimg
lxv is the image features for x-th level of v-th camera

view at l-th layer and fbevlx is the BEV features for x-th level
at l-th layer.

A neural network is applied on object queries to obtain
attention weights for cross-attention of sampled image and
BEV features. We further obtain cross-attention image and
BEV features which are concatenated and further a neural
network is applied to obtain fused image and BEV features as
shown in Figure 2.

The fused features interact with each other in the multi-head
self-attention block where the queries are refined iteratively.
Finally, we predict bounding box B̂l and its class Ĉl from

the refined object queries using a two layer FC networks ϕreg
l

and ϕcls
l , where B̂l = {b̂l1, . . . , b̂lj , . . . , b̂lNq

} ⊂ R9 and Ĉl =
{ĉl1, . . . , ĉlj , . . . , ĉlNq

} ⊂ Z. We compute the loss from the
predictions for every layer during training but we only use
outputs from last layer during inference.

C. Loss

Inspired by [13], we use bipartite matching with hun-
garian algorithm and set-to-set loss to calculate the error
between predicted set (B̂, Ĉ) and ground-truth set (B,C) =
({b1, . . . , bj , . . . , bM}, {c1, . . . , cj , . . . , cM}). The number of
ground-truth boxes M is smaller than number of predicted
boxes Nq , so we pad the ground-truth boxes with ∅s (no
object) up to M . The one-to-one matching between pre-
diction and ground-truth is established with the Hungarian
algorithm [36], σ∗ = argminσ∈P

∑M
i=1 −1{cj ̸=∅}p̂σ(i)(ci) +

1{ci=∅}Lbox(bi, b̂σ(i)), where Lbox is the L1 loss for bounding
box regression and focal loss [37] for class labels. Finally,
the set-to-set loss is defined as L =

∑N
i=1 − log p̂σ∗(i)(ci) +

1{ci=∅}Lbox(bi, b̂σ∗(i)).

IV. EXPERIMENTS

A. Dataset

We evaluate our network on large-scale publicly available
nuScenes dataset [14]. The dataset consists of 1K sequences
of ∼20s duration which are split into 700, 150, 150 se-
quences for training, validation and testing respectively. The
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Fig. 2: An overview of MSF3DDETR cross-attention block

sequences are annotated at 2Hz, leading to 28K, 6K, 6K
annotated samples for training, validation and testing respec-
tively. Each sample consists of RGB images from 6 cam-
eras [front, front_right, front_left, back,
back_left, back_right] and 32-beam LiDAR point
cloud with 30K points per sample. 10 categories are available
to compute the metrics.

B. Metrics

We evaluate our model following the official evaluation
protocol defined by nuScenes [14]. We evaluate the True
Positive (TP) metrics, such as average translation error (ATE),
average scale error (ASE), average orientation error (AOE),
average velocity error (AVE), average attribute error (AAE),
computed in the physical unit. In addition to TP metrics, we
also evaluate the main metrics mean average precision (mAP)
and the consolidated nuScenes detection score (NDS).

C. Network Architecture

Our model inputs RGB images from 6 camera views and ex-
tract RGB features using a shared ResNet101 [9] backbone and
FPN [34] and thus it produces feature maps of strides 4, 8, 16,
32. We scale the RGB images to 0.8 of input dimensions (1600
× 900) which achieves a good trade-off between accuracy
and efficiency. The LiDAR point cloud features are extracted
using SparseConv [8] to obtain 3D sparse convolutions that
refine voxel features. The features are further extracted using
a backbone having [5, 5] convolutional layers with dimensions
[128, 256] respectively. The BEV feature maps are combined
using a FPN and further a convolutional layer is added at the
end to produce four BEV feature maps. The transformer head
consists of 6 (layers) MSF3DDETR blocks, where each block
has multi-head self-attention, MSF3DDETR cross-attention
and MLP with hidden dimension 256. The number of object
queries is set to 900.

D. Training Details

We train our network using AdamW optimizer with an
initial learning rate of 2×10−4. The weight decay is 10−2. We
use Cosine Annealing as learning rate scheduler with a linear
warmup until 2K iterations and with minimum learning rate of
2× 10−7. The RGB backbone is initialized with a pretrained
FCOS3D [25] network and BEV backbone is initialized with

a pretrained VoxelNet [10] network on the same dataset. We
train for 24 epochs on two RTX 3090 GPUs with a batch size
of 1. We take the top 300 objects with highest category score
as final predictions and we do not use any post-processing
method such as NMS during inference.

E. Results

1) Quantitative Results: We compare the existing state-of-
the-art methods on the nuScenes [14] dataset as shown in
Table I. Our network surpassed the camera-only CNN and
transformer based approaches FCOS3D [25] and DETR3D
[11] respectively, by approximately 74% (0.26 mAP), proving
our hypothesis that fusion of data improves the accuracy.
Our method achieve 4.4% and 8.6% improvement in mAP
over LiDAR based approaches Object DGCNN [29] and
CenterPoint [27] respectively. The data fusion approaches like
CenterFusion [38] combines camera and radar data to pro-
duce dense per-pixel predictions, PointPainitng [33] annotates
each LiDAR point with the CNN features from the camera
images and it employs NMS to remove redundant boxes in
each view and in overlap regions, and MVP [39] employs
2D segmentation and augments virtual points based on 2D
segmentation. The result of our camera and LiDAR data fusion
approach shows significant improvement in terms of mAP and
NDS compared to CenterFusion and PointPainitng without
bells and whistles. This observation verifies the significance
of our cross-attention based fusion approach. Our method
obtains 0.051 less mAP than MVP, but the MVP is a two-
stage approach where the prediction result depends on the
accuracy of 2D segmentation and it employs NMS to re-
move redundant boxes which results in significant inference
overhead. Moreover, MVP predicts 3D objects for individual
multi-view images, whereas our approach predicts the objects
in a single-stage by processing multi-view images all at
once without NMS. Our network achieve close-to-real-time
inference speed (6.3 FPS) on a desktop GPU (RTX 3090),
which is approximately 18% improvement in inference speed
over MVP.

We employ set-to-set knowledge distillation (KD) with a
teacher and student model similar to [29] to improve the
accuracy. As our approach is NMS-free, we can easily distill
the information from teacher to student with homogeneous



TABLE I: Quantitative results comparison of recent works on nuScenes [14] validation dataset. Modality - C: Camera, L:
LiDAR, R: Radar

Method Modality NDS ↑ mAP ↑ mATE ↓ mASE ↓ mAOE ↓ mAVE ↓ mAAE ↓ NMS

FCOS3D [25] C 0.415 0.343 0.725 0.263 0.422 1.292 0.153 ✓
DETR3D [11] C 0.434 0.349 0.716 0.268 0.379 0.842 0.200 ✗

CenterPoint (voxel) [27] L 0.648 0.564 - - - - - ✓
Object DGCNN (voxel) [29] L 0.661 0.587 0.333 0.263 0.288 0.251 0.190 ✗

CenterFusion [38] C+R 0.449 0.326 0.631 0.261 0.516 0.614 0.115 ✓
PointPainitng [33] C+L 0.581 0.464 - - - - - ✓

MVP [39] C+L 0.705 0.664 - - - - - ✓
MSF3DDETR (ours) C+L 0.667 0.606 0.334 0.258 0.288 0.283 0.193 ✗

MSF3DDETR (ours w/ distillation) C+L 0.672 0.613 0.333 0.256 0.287 0.281 0.191 ✗

TABLE II: Average Precision (AP) by object category. CV - Construction Vehicle, Motor - Motorcycle, Ped - Pedestrian, TC
- Traffic Cone

Modality Car Truck Trailer Bus CV Bicycle Motor Ped TC Barrier

Camera-only [11] 0.54 0.28 0.16 0.34 0.08 0.27 0.34 0.42 0.52 0.47
LiDAR-only [29] 0.84 0.54 0.40 0.66 0.20 0.44 0.66 0.81 0.64 0.62
Camera + LiDAR (Ours) 0.86 0.58 ↑ 0.04 0.40 0.71 ↑ 0.05 0.21 0.53 ↑ 0.09 0.67 0.83 0.67 0.61

detection heads. We achieve an increase of 0.007 mAP by
KD as shown in Table I.

2) Qualitative Results: The qualitative results of our
MSF3DDETR architecture are illustrated in Figure 3. The
3D bounding boxes are projected on to the BEV and 6
camera view planes. The MSF3DDETR network was able
to detect even the small objects and the objects which are
not annotated in the ground-truth, for instance in front of the
ego vehicle (right-side of LIDAR_BEV_PRED) and also front
towards the right (bottom-right of LIDAR_BEV_PRED) a car
and few persons were not annotated in ground-truth but our
network was able to detect them as shown in CAM_FRONT
and CAM_FRONT_RIGHT respectively. Some failure cases
include as some barriers in CAM_FRONT_LEFT were not
detected. A short demo video of the 3D object predictions
of MSF3DDETR architecture can be watched at https://youtu.
be/F0rxAP1-a24.

3) Analysis: We analyse the performance of our approach
by object categories, object distances and object sizes in
comparison to single modality approaches. We report the
performance of our approach for different number of layers
employed in the transformer detection head.

Object category. We present the Average Precision (AP)
of camera-only, LiDAR-only and our fusion based approach
for every object category in Table II. LiDAR-only model
[29] significantly outperform camera-only model [11] in all
the object categories. The camera data helps the LiDAR-
only model as in our approach which significantly improves
performance on bicycle, bus, motorcycle categories.

Object distance. The ground-truth bounding boxes are split
into three subsets basing on distance of object centers to ego
vehicle: [0m,20m], [20m,30m] and [30m,+∞]. Table III
shows the mAP of different modalities by object distance.
The objects that are near to ego vehicle (up to 20 meters
distance) there is not much improvement by fusing camera

data to LiDAR model, but the performance on objects that are
far from ego vehicle (above 30 meters distance) significantly
improves by equipping camera data to LiDAR model. This
is due to the fact that LiDAR data gets very sparse as the
distance from ego vehicle increases.

TABLE III: mAP by object distance

Modality [0m,20m] [20m,30m] [30m,+∞]

Camera-only [11] 0.479 0.257 0.103
LiDAR-only [29] 0.732 0.555 0.303
Camera + LiDAR (Ours) 0.738 0.575 ↑ 0.02 0.333 ↑ 0.03

Object Size. The ground-truth bounding boxes are split
into two subsets based on longer edge of the 3D bounding
box: [0m, 4m] and [4m,+∞]. Table IV shows the mAP
of different modalities by object size. The performance of our
approach on smaller objects (less than 4 meters) is significantly
better than larger objects (more than 4 meters). This is due to
the fact that camera data has high resolution than LiDAR data
which helps in detecting the smaller objects.

TABLE IV: mAP by object size

Modality [0m,4m] [4m,+∞]

Camera-only [11] 0.227 0.137
LiDAR-only [29] 0.360 0.254
Camera + LiDAR (Ours) 0.376 ↑ 0.016 0.263 ↑ 0.009

Detection Layers The quantitative performance of our
approach for different layers in the detection head is shown
in Table V. The performance of our approach significantly
improves as the number of layers in detection head increases,
because the object queries are iteratively refined in every layer
of the detection head. However, after 6 layers of MSF3DDETR
block in detection head there is not much improvement in
the performance of our network, so we fix to 6 layers of

https://youtu.be/F0rxAP1-a24
https://youtu.be/F0rxAP1-a24
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Fig. 3: Qualitative results of MSF3DDETR network both in BEV plane and image planes. Different objects are shown in
different colors. Image best viewed in color and zoom.

TABLE V: Performance by different layers in detection head

Layer NDS ↑ mAP ↑ mATE ↓ mASE ↓ mAOE ↓ mAVE ↓ mAAE ↓

0 0.607 0.517 0.409 0.273 0.336 0.305 0.187
1 0.640 0.561 0.359 0.264 0.302 0.289 0.188
2 0.658 0.593 0.340 0.263 0.293 0.287 0.193
3 0.665 0.603 0.336 0.262 0.286 0.285 0.195
4 0.667 0.605 0.335 0.260 0.284 0.285 0.188
5 0.667 0.606 0.334 0.258 0.288 0.283 0.193

MSF3DDETR block in the detection head as trade-off between
performance and efficiency.

F. Ablation studies

We report the performance of MSF3DDETR using different
number of queries. We show the results for pillar [7] and voxel
[10] backbones for LiDAR data and ResNet101 [9] backbone
for camera data. As shown in Table VI, the number of queries
in the transformer detection head has slight impact on the
performance of our approach. However, we use 900 queries
in other experiments.

TABLE VI: Ablation study on the number of object queries

MSF3DDETR (pillar) MSF3DDETR (voxel)

No. of queries mAP NDS mAP NDS

300 0.524 0.585 0.587 0.641
600 0.536 0.601 0.595 0.652
900 0.545 0.614 0.606 0.667

1000 0.538 0.605 0.591 0.648

We report the performance of MSF3DDETR using different
camera-LiDAR backbone combinations as shown in Table VII.
We test the performance of MSF3DDETR with ResNet50 and
ResNet101 for camera backbones, and PointPillars [7] with
0.2m pillar size and VoxelNet [10] with 0.1m voxel size for
LiDAR backbones. We can observe from the Table VII that the
deep convolutional network ResNet101 with more powerful
LiDAR backbone VoxelNet achieves the best performance.
However, our approach is more flexible to plugin various
backbones for camera and LiDAR data depending on the trade-

off between accuracy and efficiency required for the specific
application.

TABLE VII: Ablation study on the backbones

Camera LiDAR NDS mAP

ResNet50 PointPillar 0.2m 0.531 0.596
ResNet50 VoxelNet 0.1m 0.595 0.660

ResNet101 PointPillar 0.2m 0.545 0.614
ResNet101 VoxelNet 0.1m 0.606 0.667

V. CONCLUSION

We present MSF3DDETR a single-stage, anchor-free and
NMS-free network which inputs multi-view RGB images and
LiDAR point clouds to predict 3D bounding boxes. The novel
MSF3DDETR cross-attention block links the object queries
learnt from the data to RGB and LiDAR features, and thereby
helps to fuse the data at object query level, which to the best
of our knowledge is the first of its kind. We train on nuScenes
dataset and present quantitative and qualitative competitive
results to other state-of-the-art approaches. We also employ
set-to-set knowledge distillation by teacher and student model
to improve the accuracy.
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